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parameters b and c are more  convenient to compute 
d(X/a) than  the a themselves. 

111. ISOLATED  WORD  RECOGNITION 
Each isolated word to  be recognized can  be  expressed 

as a time  pattern of LPC,  yhich is called the reference 
pattern.  The process in recognition is t o  find a reference 
pattern which  produces the minimum distance to an input 
utterance. 

Reference  Pattern: The reference pattern R(k) for each 
word is stored  as a matrix of the  form 

R(k)  = [c (m;k) ,b(~~;k) ]  

( m  = 1,. . . ,M(k) , l c  = 1 , s .  * , K )  (12) 

where c(m;k)  and  b(m;k)  are  the modified parameters 
of LPC at  the  mth segment of the  kth reference pattern, 
M ( k )  is the  number of segments in  the reference pattern 
R(k) ,  and K is the  number of words to  be recognized. 
Elements of the  matrix R ( k )  are computed  from  a training 
utterance using (3) ,  (6) ,  and ( 11). 

Recognition: An input  utterrance is expressed as a time 
pattern of autocorrelation coefficients at the first p delays 

r (n) ,  n = l,... ,1v (13) 

where N is the number of segments  in the  input  utterance. 
The distance between the  nth segment of the  input  and 
the  mth segment of a reference pattern R ( k )  i s  

d(n,m;Ic) = c ( m ; k )  

+ log C ( b ( ~ ; ~ c ) r ( n ) ) / ( ~ ( n ) r ( n ) ) l .  (14) 
The value of ( i (n.)r  (n)  ) is obtained  in  the process of 
solving the  linear  equation (6). 

If we assume statistical independence of d(n,m.;k) for 
n = 1, - - - , A T ,  it is reasonable to  sum  up d(n,m ;k) over the 
entire  input  utterance to give the  total distance between 
the  input  and  the reference pattern. Of course, m must  be 
determined  as a funct'ion of n 

772 = t U  (72) . (15) 

This  function 'LO (n) , which maps  the  input  time axis onto 
the reference time axis, is called the time-warping func- 
tion.  This function should  satisfy some boundary condi- 
tions as well as some continuity conditions.' For  brevity 
in  the following  discussion, it is assumed that ~ ( n )  is 
subject t,o the following conditions. 

Boundary  Conditions ; 

w(l) = 1, u : ( N )  = M ( k ) .  (16) 

Continuity  Conditions : 

w ( n  + 1) - t.(n) = 0, 1, 2 ( w ( n )  # w ( n  - 1)) 

= 1, 2 (1.(n) = w(n - 1)). 

(17) 
l.'ig. 1 shows the domain of possible (n,m) coordinates 
and an example of w (n) . The  continuity conditions imply 

BOUNDARY  CONDITIONS 

w ( f ) = l ,  w l N ) = M ( k )  

CONTINUITY  CONDITIONS 

w ( n  t 1 )  - w a n )  = 0 ,1 ,2  ( w ( n l + w   ( n - 1 )  
= 1,2 ( w ( n )  = w (n-1) 
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Fig. 1. An example o f  time-warping function. The paralielogram 
shows the possible domain of (n,,rn) coordinates. 

that the  ratio of instantaneous  speed of the  input  ut- 
terance  to  that of the reference is bounded  between 1/2 
and  2 at every  point.  Let  us  denote  the  minimum  value 
of the  sum of d(n,m;k) for all possible  choices of the t h e -  
warping  function by 

N 

D ( k )  = min 2 d(n , tu(n) ;k) .  (18) 

D ( k )  is a distance between the  input  utterance  and a 
hypothesized word k .  A decision can  be  made  on  the basis 
of the minimum distance among D ( k )  ,k = 19, - ,K .  

Iw(n)) n=l 

IV. DYNAMIC  PROGRAMMING  AND 
SEQUENTIAL  DECISION 

The distance D ( k )  in. (18)  can be  efficiently computed 
using the  algorithm of dynamic  programming (DP) [S> 
[lo]. Let us introduce  the  partial  distance measure,  in 
which theboundary conditions are w(1) = 1 and w(n) = m, 
and  the  continuity conditions are  the same as the above, 
denoted by 

n 

D(n,m ; k )  = min d( j ,2u( j )  ;k)m (191 
( w ( j ) l  i=1 

Then  there follows the recurrence relation; 

D ( n  + ljn2;k) = d(n + 1,m;k) + min (D(n,m;k) 

* 9 (n,yn) , 
D(n,?n - 1;k) ,D(n,m - 2 ; k ) )  (20 )  

where 

g(n,m) = l (w(n)  # w ( n  - I ) ) ,  
= CD, (to(??\ = (n 1)). (21) 

In  the recurrence relation  (20), it is assumed that 
d(n,nz;Ic) outside the allowable domain  in the (n,.m) co- 
ordinates, shown in Fig. 1, is infinitely large. D(lc) is 


